# МЕТОДЫ СОРТИРОВКИ

Существует огромное количество методов сортировки, но в данной работе разберём всего три.

Сортировка включением

Одним из наиболее простых и естественных методов внутренней сортировки является сортировка простыми включениями. Идея алгоритма очень проста. Пусть имеется массив ключей Arr0, Arr1, ..., ArrN‑1. Для каждого элемента массива, начиная со второго, производится сравнение с элементами с меньшим индексом. Элемент Arri последовательно сравнивается с элементами Arrj, где jЄ[i‑1;0], т.е. изменяется от i‑1 до 0. До тех пор, пока для очередного элемента Arrj выполняется соотношение Arrj>Arri, Arri и Arrj меняются местами. Если удается встретить такой элемент Arrj, что Arrj ≤ Arri, или если достигнута нижняя граница массива, производится переход к обработке элемента Arri+1. Так продолжается до тех пор, пока не будет достигнута верхняя граница массива.

Легко видеть, что в лучшем случае, когда массив уже упорядочен для выполнения алгоритма с массивом из N элементов потребуется N‑1 сравнение и 0 пересылок. В худшем случае, когда массив упорядочен в обратном порядке потребуется N(N‑1)/2 сравнений и столько же пересылок. Таким образом, можно оценивать сложность метода простых включений как O(N2).

Можно сократить число сравнений, применяемых в методе простых включений, если воспользоваться тем, что при обработке элемента Arri массива элементы Arr0, Arr1, ..., Arri‑1 уже упорядочены, и воспользоваться для поиска элемента, с которым должна быть произведена перестановка, методом двоичного деления. В этом случае оценка числа требуемых сравнений становится O(N\*Log(N)). Заметим, что поскольку при выполнении перестановки требуется сдвижка на один элемент нескольких элементов, то оценка числа пересылок остается O(N2). Алгоритм сортировки включением, оформленный в виде функции приведен ниже.

Обменная сортировка

Простая обменная сортировка, называемая «методом пузырька», для массива Arr0, Arr2, ..., ArrN‑1 работает следующим образом. Начиная с конца массива сравниваются два соседних элемента ArrN‑1 и ArrN‑2. Если выполняется условие ArrN‑2 > ArrN‑1, то они меняются местами. Процесс продолжается для ArrN‑2 и ArrN‑3 и т.д., пока не будет произведено сравнение Arr1 и Arr0. Понятно, что после этого на месте Arr0 окажется элемент с наименьшим значением. На втором шаге процесс повторяется, но последними сравниваются Arr2 и Arr1. И так далее. На последнем шаге будут сравниваться только текущие значения ArrN‑1 и ArrN‑2. Понятна аналогия с пузырьком, поскольку наименьшие элементы, самые «легкие», постепенно «всплывают» к верхней границе массива.

Для метода обменной сортировки требуется число сравнений N(N‑1)/2, минимальное число пересылок 0, а среднее и максимальное число пересылок − O(N2).

Метод пузырька допускает три простых усовершенствования. Во-первых, если на некотором шаге не было произведено ни одного обмена, то выполнение алгоритма можно прекращать. Во-вторых, можно запоминать наименьшее значение индекса массива, для которого на текущем шаге выполнялись перестановки. Очевидно, что верхняя часть массива до элемента с этим индексом уже отсортирована, и на следующем шаге можно прекращать сравнения значений соседних элементов при достижении такого значения индекса. В-третьих, метод пузырька работает неравноправно для «легких» и «тяжелых» значений. Легкое значение попадает на нужное место за один шаг, а тяжелое на каждом шаге опускается по направлению к нужному месту на одну позицию.

Сортировка выбором

При сортировке массива Arr0, Arr2, ..., ArrN‑1 методом простого выбора среди всех элементов находится элемент с наименьшим значением Arri, и Arr0 и Arri обмениваются значениями. Затем этот процесс повторяется для получаемого подмассива Arr1, Arr2, ..., ArrN‑1, ... Arrj, Arrj+1, ..., ArrN‑1 до тех пор, пока мы не дойдем до подмассива ArrN‑1, содержащего к этому моменту наибольшее значение.

Для метода сортировки простым выбором оценка требуемого числа сравнений – N(N‑1)/2. Порядок требуемого числа пересылок, которые требуются для выбора минимального элемента, в худшем случае составляет O(N2). Однако порядок среднего числа пересылок есть O(N\*Lg(N)), что в ряде случаев делает этот метод предпочтительным.

# 

# ПАКЕТ NUMPY

NumPy это open-source модуль для python, который предоставляет общие математические и числовые операции в виде пре-скомпилированных, быстрых функций. Они объединяются в высокоуровневые пакеты. Они обеспечивают функционал, который можно сравнить с функционалом MatLab. NumPy (NumericPython) предоставляет базовые методы для манипуляции с большими массивами и матрицами. SciPy (ScientificPython) расширяет функционал numpy огромной коллекцией полезных алгоритмов, таких как минимизация, преобразование Фурье, регрессия, и другие прикладные математические техники.Сообщество NumPy и SciPy поддерживает онлайн руководство, включающие гайды и туториалы, тут: docs.scipy.org/doc.

# РЕШЕНИЕ СЛАУ МЕТОДОМ ГАУССА

Метод Гаусса — классический метод решения системы линейных алгебраических уравнений (СЛАУ).Рассмотрим систему линейных уравнений с действительными постоянными коэффициентами:

![Система линейных алгебраических уравнений](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAUYAAABZCAMAAAB1/n04AAAAeFBMVEX///8AAAD//9uQOgAAZrZmtv/bkDo6kNv/tmaQ2/+2//8AADq2ZgD//7b/25AAAGZmAADb//8AOpA6AAA6ADq2ZjqQtpA6OpCQOmY6AGbb29uQ29vbkJBmZjqQOjpmADo6ZrY6kJBmOpDbtmbb/9tmkNu2ZmZmZmZMktEWAAAE0UlEQVR42u1ciW6jQBSDJByhkNBm2+59H///hzuUpVZrDY/WLALpWdql6pv6Mc4AAVskDofD4XA4HA6Hw+FwzIHdPluODYNWg/Lq6DLq+3uu/smZpld399fW8LRIkhrK85wENkFGvScjT89VN/6GKJl0GJOnWdiPgzH+9pifqzwz5iSwCTJqPRllcbqEcU1b2IIPn8rpUnT/ZZH9xYdXXt19NeYksAkyUk9qOt6zTgc8jtztD4HyXZUYgNJ1d2yf3hzNiTftuTL2YEY2rLOg0AHnIB6EnkZT9LRRh2O1LCZdXqB7ktv8YWRhLI252VhGHqT3ZPR0u7fVJLWxLMOe9L89JNiS8sMZF2WaE7OFX6XpIcKGsnBQc0+Ae1oH9TD0XJ1+mYRNG6rYiTwtuk+gm9CwJTTff5wrlCMyElvz5YilT2woCzLyDADuOQ3hHPG7GiHEWRmHRPmtLU731++T/OFv+u0zhCUezuJlgTLNidmwTzG2vizIyD3702E9rDzuyWVG0/7JWApe3hl+DIL3rP3f9Fu+sIf2/UcTl5HZ+vFFhA1lQUbuefvh86esv85yT5THO0SkIE4Cy8jgsj2sjA1HWQZ6Dsd5GVluRhlLd8Jc62VkFMgkGctwDqzjV2UuM0+WvF5GvlIz7DKGDYutjB6oKOtAz/zQHfcfI4ctl/l+pwDhS2XM04AC2wioPDqsabttTCeUdaDnbt/9i+2jVR5qIByV0SGjTlfzpGnLcBlnQP+l3+EyrgPdQ06HjNPl5nqVjta2vJimdRl14Dkw+0G2IcRT2oSlJXhapi3IfpBtCPGUNmFp/Q9PqzYdLduEwpQ2YmlxU376/TJPqzb8INOE4h1Yv6UleFqGjOwH2YYQr4yNWFozelqwVZ/7QTCX6rCxLS2eEtMtbGlxL25qH9TwtMA46gzCD4K5BBvHsrR4Sky3oKVFZLqnRYy8uskP6v8WNo5pafGUmG45Sws94VmpnhbtHmtNfhDMJchkWFo0JaJbztJCT3hWuqfFe2/bAKVpxRh1olvc0irJ0lI8LTAycFljdVQZdX9Md7TgWWmeFhjNG2o2lywbx6gT3XKWFsjgWUmeFhit1cjmkmXjGHWiW8zSAhk8K83Tsnev9seN8zxvXMeTpo1jt/flqAF3MQ4BuKd2TIXHJp7AZVwn1ilj91Dx4Rnj6bIJH323X+W5cWsyNu0qZdwamta/8MxyF+Nfvz3DsxaUnijzYN5qkHva1kPLq8E6b2I2B5dxbTKSsazzbSYm6jLOeKXWk6qYkkCnyoimS8Vt0TeTkqo8JYFOlBFNl4zbIqBqJ1X198cwH9HJMnJT7irFbe2XGdlJVf39MczHdMwnpG0XeIUM4lVSUpVXhkwHPiFtu1zcFtlKJFUpUiG+PwZAXJXpUBcOam46a9zWFvtJUhUFTEt4f0wPBGCNtK0iIzedMW477VVvSKr+HBKo08O2PCWmQyZ1LG0rychNkaYV47YYOO4jIKmKBCpkEt4fAzrEVUfStoqM3BTNpbitNRC0nECVUqJMZ6VpUZeBpmiuxW2NgUYCVZGR6XS2l84BWy1uaww0EqhK2JbprDQt6jLQFHNR47YmUySBKoVtmc5K06IuA00f5yLFbTHQHReHw+FwOBwOx6vwFxVGYthKi+4OAAAAAElFTkSuQmCC)

или в матричной форме

![Система линейных алгебраических уравнений в матричной форме](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAOcAAABmCAMAAAAHxnZvAAAAe1BMVEX///8AAAC2ZgDb//+Q2////7ZmAAAAOpAAADoAZrbbkDo6kNv/25D//9uQOgC2//86AAD/tmZmtv8AAGa2Zjo6OpA6AGbb29uQ29uQtpDbkJCQOmZmZjqQOjo6ADo6kJBmZmbb/9tmkNs6ZrZmOpDbtma2ZmZmAFCQZgBlVo2SAAADyklEQVR42u2b63KcMAyFMXsLNiwLm7RN00t67/s/YcV6PKcTEXs1mEyc0flR00USfLHsJHBSqVQqlUqVWbu9MeawoaPBmJv7OzrKoVi92tCZ7TP30R2NoxCcR3QcwJpzT9meBYkI8ycobqRba3IQpuuB4+l93G7tubdjIponDq49jdP/3Fwi6rcnCphCswj1hJyk4eb+RyXlJHXHhq74ro9z1ueeor5sr54rgmim4pTHhXpiTjqiVDknhdHB4KoYp/9iVNQyeThRT8xJqa6Sc/qrdQ99lJMGF26OTtOAUS5eT9S3JhzVjYhzOPftd58W57TGXSbLUCBGuVg9Cefu569zj+sLOGmV/O59WrRvh697195t3lf2EhhGuXi9yyc325qmKsFJnUe71+D89SWcdPQ4+rTIPjRMXwZ/HyFwCSevd/vh86eRtsM4p6UT3dHPiIwTyyTKCS3n5PVCKw/J+YTknA/9a+AcaNnVrlqP046ViHP5fsvr+ct3x/Fjfw2nfL+93VqHtGs4rSE5jEuEesTo/A+vMU6edx0nKiMtyrm+0pzp6HSicsalnMqpnMr5Ypz+98qkdn/6ZAzqCTiRI+NEYlZOa1zpnLN6g307qzfIialPtW5TdN8iNLUVbYvmXEuc0z9MkbRfbYLooxXXJ5+q5ZyvfX360HL7VjZJq3Em+7ak9anfP5VTOZVTOZ9IOZVTOZVTOZVTwLme7U3GCdublJP73jjnmrY3ESdsb6v43la0vYk4YXtby/cGm1oWPxjqiThhe1vJ9wabWh5O1BNxwva2ku8NNjUoj+1NxAnbGyT2vaU58c4km+1NxgnbGyT1vcU5YVP7FuxpWWxvqAfbW4wTtjfEi3xvyJvlhE0N9rQlnLxeGOOcsL0hXuJ7Q94sJwR72iJOXi+McU6eJ/O9IY9zGoOVD3taFk7Uwxj/OwCWx6OfTbTjf3nJRNjT6gycqIe610kU731vgjzY07LY3lAvjII8SXwIRZ5KpVKpVCqVSqVSqVQqlUqlWq72ZGb8tpdnrJb+HaPPYcfKXh66vn51RzNxcgj/RmGMvqpwlY8pQMPhLzghO3HaKMJuPyUOZTx63e3H2nPybm5PcYSaWnu3b6oSZA+b8FaOr9AIQnCM1JRbgCbnhefEH214DcBkhn7M+eO5r0pQ3VSMM0DQx6meL2OrvUwayQMxBg7BY8pYnN54UdMy4wgNTahL9W0Ze+301n2eszseNuxzpqGQtm1PBEJM7Ha9ycgaM8a7oQzOaQk24Uc8foK6MgbqEwvZblUqlUo1q3/pGErj1Xa9OgAAAABJRU5ErkJggg==)

Метод Гаусса решения системы линейных уравнений включает в себя 2 стадии:

* последовательное (прямое) исключение;
* обратная подстановка.

# 

# ЗАКЛЮЧЕНИЕ

Python-разработчик умеет автоматизировать задачи «здесь и сейчас». Знание Python позволяет создавать как совсем простые вещи вроде написания мелких утилит, так и сложные, например, проводить научные вычисления и работать с большими данными.

Что может Python-разработчик:

* Создавать интерактивные веб-интерфейсы, применяя все возможности современных браузеров для своего проекта
* Описывать алгоритмы для автоматизации рутинных задач. Оптимизировать процессы и экономить время для решения стандартных задач
* Обрабатывать большие данные, анализировать и систематизировать их

Это всё звучит достаточно неплохо, и многое говорит о настоящей значимости языка программирования Python в мире IT.

Рохмистрова Дарья ЭУ-120